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ABSTRACT

This report describes the results of an investigation of automatic

computer techniques for determining the parameters of human pilot models

in tasks where the pilot's performance can be described by a linear time-

invariant model. This work constitutes Task i of a study of model match_

ing techniques being conducted under NASA Contract NASI-2582.

Several model matching strategies including continuous and discon-

tinuous, iterative schemes have been developed, analyzed, investigated

experimentally, and their performance and computer implementation have

been evaluated. Relative merits of these different methods have been ex-

plored, and guide lines for future study have been established to deter°
#

- mine preferred model matching approaches.

The methods reported here have been applied successfully to the deter°°

mination of human pilot parameters in a single axis compensatory tracking

task. Results are compared with those previously reported in the literature_

Satisfactory agreement of data obt&ined from the different model matching

techniques has been demonstrated. _J_1}
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i'

I. INTRODUCTION

This report presents the results of the first phase of a research

program concerned with the development of automatic computer techniques

for the determination of parameters in mathematic__ models of human

pilots° The major objective of the program is the development and evalu_

ation of alternate techniques for optimization of human pilot models in

a variety of situati,_ns,including those in which the pilot's performance

may be characterize i by time variation or nonlinearities. The overall

philosophy of the research program is based on the utilization of so-

called model matching techniques_ i.e., techniques in which the per.-

formance of the model is compared with the performance of the human pilot

and differences in performance are used to adjust model parameters in such

a way that this difference is minimized. The first phase of the program

has concentrated on the investigation of model matching techniques f¢ .

the determination of human pilot models in tasks where the pilot's per_

formance can be described by a linear invariant model. This report de_

scribes in detail the three computationsl strategies used for optimization

of the models, describes the experimental situation, presents the results

obtained from the application of both iterative and c_ntinuous model

mahching techniques to human tracking data, and compares these results

with those obtained in the literature. Problems of computer implementao

tion are discussed in the Appendix

1964017471-006
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The task selected for phase i of this study consisted of compensa_

tory tracking in one axis using a fingertip controller° Several simple

controlled _lement dynamics were used. The forcing function consisted

of low frequency random noise filtered by a third order filter with a

break frequency at Io0 radians/sec. An extensive literature on this

type of tracking situation exists (References 2 and 3). The results of

spectral analysis studies hav_ shown that the performance of the human

pilot in this type of task c_n be approximated closely by means of a

linear differential equation with constant co_fficients_ usually called

a quasiolinear d_,scrlbingfunction. Consequently, there is good Justi_

flcation for choosing a linear time invariant model for the represent_

tion of human pilot tracking performance in this task. The model-matching

, technique consists in comps_:ingthe outputs of the assumed linear model

with the output of a human pilotj when both pilot and model are subjected

to the same input. Several methods of determining the parameter a_Just=

ments based on the differences between model and pilot performance h_ve

been investigated.

In order to ob$_in m_aningful _omparisons with previous work_ the

mathsmatical model chosen to cepreser.tthe pilot was similar to that

used by Adams (.F_eference4) and contained a second order denominator°

The experimental design and apparatu_ employed in the study are described

in Section 2. The parti_uAar model-matching techniques of psxameter ad-

Justment utilized in the study are described in Section 3. The results

' are presented in Section 4°

1964017471-007
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2. DESCRIPTION OF F_PERIMENTAL PROCEDURE
, ,,. ,,,,

Z.l Genera! Approach

The general philosophy of the moael_matching approach is illustrated

in Figure Io It can be seen that the same input signal is applied both

to the human operator and to a mathematical model. The outputs of model

and o_erator are compared ana an appropriate perfolmlancefunction is used

as an input to a parameter adjustment strategy program, which in turn de®

termines the parameter values. In order to make it possible to apply

identical experimental data to several model-matching strategies it was

necezsary to record input signals and human operator responses in particu=

lar experimental si_uations_ and then-use recorded information as inputs

to the computer studies. The experimental situation can be visualized

conveniently with reference to Figure 2o The task chose_ is a compensa-

tory tracking task in one axis. In order to demonstrate the applica_

bility of the methods two subjects were used, each perfozming three runs

with each of three different controlled element configurations. While

nine runs for e_ch of two trained operators are uot sufficient to establish

the statistical ck_racteristics of the experiment_ it is an adequate

sample for evaluating the feasibility of the parameter optimiz_tlon methods o

2.3 Display and Control Configuration

The display utilized with this study ws_ a 5-_nch oscilloscope which

displ_yed the tracking error as a vertical displacement of the spot from

the center of the oscilloscope screen. The hand controller utilized for

this study was a three-de@ree-of_freedom spring-centered controller_ with

a lever arm of approximately _i/2 inches o Since the tracking task was

restricted to a single-axis, only one potentiometer on the hand controller

was energized° The controller exhibits negligible inertia and damping

1964017471-008
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and can be cons _!ered as a position controller, Daring the experiment

the pile[, wm.-'seated in a simple fix.ed base cockpit simulator in order

to be as fre_ as possible from external disturbances. Figure 3 il_

lustr_tes the ".-o_kpltused in the experiment,

2°3 Controlled Elemezt Dynamics

q_ee simple controlled element confi_urations were simulated on an

analog compu+.er and utilized in the experiment° _ae Spetl_IC configu-

rations were

,K,
G,(s;= s(5+,)

,/<3

Filtered icw_frequency Gs,ussiau noise wa_ used as the input or %is_

turb_nce sigD._l v(t'_ The spectral deD.si+v of the noise source -:=_ube

considered flat for the frequency 16mge of interest, The filter utilized

is describ_ by the transfer function

K5
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Some of the parametel adjustment techniques utilized require the avail_o
©

ability of both the input signal x(t) and its first derivative x (t)o

An analog differentiator was employed to obtain the first derivative of

the input signal.

2.5 T_e Recordin_

As mentioned above it was desired to use the same exper_tmental_at_

with different computational strategies, in order to avoid ambiguities

which may be introduced by the variability of human pilot pezformanceo

Consequently, the pilot's input and output signsls were recorded on &

Precision Instrument Co@ _ magnetic tape recorder, appropriately coded

for each experiment_ In additlon# voltage pulses which could be used

for control of the analog computer were recorded simultaneously on an

adjacent track, The signals recorded on t_pe are detailed below in

Table l,

Table i

Tape Recorded Information

Channel

1 Display signal x(t)
@

2 Display rate x(t)

3 Operator output y(t)

4 Operator output rate y (t)

5 Inout disturbance v (t)

6 Control signal

7 Identification marks

Each individual tracking run lasted five minutes o From the five_

- minute runs 30 second samples were _elected and re-recorded on t_pe

1964017471-012
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loops which could be used for iterati.,eparameter adjustment, as described

in the following section.

2.6 Com_uter EQuipment

An analog computer was utilized for generating the input signals,

simulating the controlled element, anc_ driving the &isplay during the

experiment. In addition, analog computers were utilized for the parameter

optimization process o The iterative computer optimization technique wan

instrumented on an iterative analog computer which has provisions for in_

dependent control of the operating modes on each integrator, as well as

provision for the use of any integrator as a track-anti-hold channel@ The

details of this computer implementation are discussed in the Appendix of

this report.

3. MODEL_YJ_TCHINGTECHNIQUES OF PARA_ ID_TI_TCATION

3.1 Statement of the Problem

The methods of parameter optimization considered in this research are

based on the comparison of performance of an assumed mathematical model

with that of the human pilot_ as indicated in Figure io An automatic para_

meter adjusting strategy must be selected which determines t_e optimum

values of the model parameters_ in the sense t_at the model performance apo

proximates as closely as possible the human pilot performance o _t can be

seen that the mechanization of techniques of this type requires three pri_

mary considerations :

(a) A mathematical model must be selected and the adjust_

able parameters fully identified. In the present case

it has been indicated above that there is good evidence

for the selection of a second order differential

equatio= as a model for the operator's performance.

1964017471-013
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(b) A performance function must be constructed, such that

this performance function is an index of the validity

of the mathematical model. Minimization of this

error function or performance function oy adjustment

of model parameters results in the closest possible

agreement between pilot performance and model peru

formance.

(c) An automatic technique for performing the required

parameter adjustments must be selected°

The purpose of this section is to present a brief discussion of the
i

rationale which underlies the selection of the type of criterion function

or performance function used in the experiments and to present three

different adjustment strategies which were employed. The resu!tB obtain _

with these strategies will be given in the following section

3.2 On the Choice of Performance Criterion
m

The criterion which compares the performance of system and model must

be selected with considerable caution. Conai_er first the mathematical

description of the model and pilot behavior. Dynamical system_ are deo

scribed by means of differential equations. Thus a system of o_der _

will be described either by a single nth order differential equation ¢,r

by n first order equations. Thus a model order n can be described by th_

set of equations

(3)_i-=q (z1'z2......7'u;_;=l'=='....%)

_=i, 2.... n

1964017471-014
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where the zi can be considered to be the corresponding time derivatives

of the model output_ that is

diz
zi = dti

and the (_jrepresent the adjustable parameters in the model. Time (t)

appears explicitly in Equations 3 since the model outpostalso depends on

the time dependent input x. To completely characterize any dynamic system

a set of initial condition i_ required in addition to the system equations

and these are given by

(5) zi(O) c, i i, z, .... n

where ci represents the value of the ith derivative at the initial time o

Since the set of variableszi constitute a complete description of n_.del

behavior at any particular time, they are commonly considered as de_

scribing the state of _he system at that time o In more concise matheo

matical terminology9 the variables zi are considered as components of a

state vector z and are usually termed the state variables. Similarly the

m adjustable ]mrameters _I ' (_2'"°°_m can be considered the components

of 8.parametel_ _a.ctor(x. The set of firstoorder differential equstions

described by Equ_.ion 3 can then be stated as a single vector differential

equation

o l m

m

where c represe_.tsthe initisA state of the system. The model-matching

problem consists in selecting a particular parameter vector _ such that

1964017471-015
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- the model behavior approximates as closely as possible the human pilot's

behavior.

Th_ state of the syste_ to be identified, in this case the human

pilot, can be denoted by means of the vector _. However, whereas the

order of the system represented by z is known since this is a model of

ass._medform, the l_st statement cann£_tbe made about the system to be

modeled, represented by the vector y. In general, the system is of

unknown order and may in fact be only partly deterministic o The problem

of formulating a performance function then, is one of determining a

d_stance between the vectors E and y. In order to qualify as a distance

function or metric in a function space, the criterion function must

satisfy certain properties. A typical criterion function may be formu_

fated as

T

- (7) F=j [Yl(t)- Zl (_, t)] 2 dt
O

where zI and Yl repre_ent the output positions of the model and pi]o-_:

respectively° It is imi_rtant to note that _he criterion function F de_

fined in Equation 7 is an ordinary function of the parameter vector _o

That is.,a selection of pa_-ticularvalues for the parameters will result

in a given number for the criterion function F upon e,_luation of the

definite integral in this equation. This formulation of the parameter

optimization problem makes it _ssible to proceed on the basis of

ordinary calculus which is concerned with the maximization or minimi°.

zation of functions. On the other hand the criterion defined by

1964017471-016
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depends not only on the parameter values but on the entire time history

of the model output and consequently represents a functional whose maxi_
|

mization or minimization is the concern of the calculus of variations.

Consequently_ it will be important to choose a performance function

such as Equation 7 in order to facilitate the mathematical aspects of

the problem. A more general form of Equation 7 is given by

T

f =
J

0

_here the integrand represents the s%uare of Euclidean norm and is de_

fined by

Since F ks an ordinary function of the parameters _I' 52' etc._ it will

be maximized or minimized when the gradient of F is equal to zero° Various

methods of adjusting the parameters will then be base,_on the determination

of a strategy which attempts to drive the performance criterion F toward

its minimum value.

3-3 Possible Adjustment Strategies

The three parameter adJus_nent strategies employed during this stud_"

can be visualized conveniently with reference to the diagram of Figure 4

which illu_trates contours of constant criterion function F in a parameter

pl_e _etermined by the two adjustable parameters 51 and _2" The para_

meter optimization problem consists of beginning with an arbitrary initial

JO)
set of values denoted by _ , as indicated in the Fi_ure_ an_ proceeding

automatically to the l_rticular value of the parameter vector which results

in the _inimum possible value of the criterion function. Three possible

1964017471-017



8426o6002-RU-000
Page 12

l

/

I

Figure 4

Contours of the Criterion Function
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paths are illustrated on this Figure;

(a) Path No. I is a path which proceeds from the initial

position along the gradient vector, i.e., in a di=

rection always normal to the contour lines_ and conse-

quently terminates at the minimum value. This is the

path usually known as the "path of steepest descent"°

The _dJustment strategy is baaed on choosing a rate

of adjustment of the parameters which is proportional

to the negative of the gradient vector_

This equation correspon&s to .the two scalar equations

K
* L

Since at the mi_ ,mu., cf the perform_nc_ function +.,he

gradient approacheg z_ro, the r_te of cL_.ngeof the

parameters likewise .p_oa_hes zero and _.)'.? solution

be_comes )tationaryo Th_ L_eepest descent loathcan

also _e ar 2roar" aate_,by q+r. "F_'.,k .ne seigneursby

T,ex_ns "_.,'_ it, e" _,',eO._:.' which adjusts the

_',-_,_.-- ,_ _. .,.u a e!,!e:) of disc',ete s'tepSo _us

":,.::gi,_".:.,,g _. _,).)*,i,'. _I_" ,_sJ ._ _ _va_aa.ke the compo-.,

r n:t _ u_ the dra.;, t_nt

' "S iV

1964017471-019
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IIsingthe gradient at _(0) one can now compute a dis-

;; crete parameter change vector by means of the relation°

ship

As (°)-- - (°))

which is clearly a discrete form of Equation (II)o A

new value for the parameter vector is then delined by

(15) G.(_)_ _(0) + A-_(0)

and the process is repeated° If the steps are suf._

ficlently sm_ll this p&th can be an excellent ap_

' proximation to that indicated as Path No.l_ Figure 4.

(b) Path No. 2

The major disadvantage of the computational strategy

involved in Path NO o I is connected with the compu_

ration ,_fthe gradient vector at each point° In order

to impl_ent Equation _' i_ is necessa_:yto compute

and store _il n compon_nt_ of the g_adient vecotoro

l_i_ pro{saluterequir_ either (n + l) computer clr,o

cults opc_tlng in parallel in order to obtain all n

comr_nents of t£e gradient vector, or n m_mory cells

which c_,abe used to store the componento when hhey

sre c_ puted c_e at a time. Methods of computation

of the gradient are discussed below.

£

_" _ath No. 2 is an iterative technique based on cyclical

meter aaSu_ent. Assume that the initial value of

1964017471-020
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JO)
: th_ parameters is again given by _ . Now compute

one component of tb.egradient, say

c_c_l

then the parameter (_ only is .dJusted to yield

(17) _i(1)--_i(°)-K _F(_(°))-

_(1)
and the new parameter vector _ is defined,as

(18) _(i) (al(1), a(O),_- %(0) (o))•.oo O_n

(ai(1) a2(i) a3(i) (i))

Parameter _2 is _ow adjusted to yield the next po!nt

in the _._ram_terspace, etc. The process is continued

LI until the nth parameter h_s been adjusted and then the

cycle is repeated°

(c) Path No. 3

Th_,spath is obtained by a so-called relaxation proce-

dure which consists of adjusting the parameters in turn

such that each adjustment is continued until %he per_

formance function is minimized with respect to the par_io

cular parameter. With reference to Figure 4 if t_',

relaxation prncess is begun by adjustment of parameter

_2 it can be seen that this parameter is adjusted until

1964017471-021
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the criterion function reaches a minimum. At this

point GI i_ adjusted until a new minimum is reached

and the process is continued.

During the current study the cyclical or iterative

technique of Path 2 and the relaxation method of

Path 3 were instrumented by _-ans of _n analog com-

puter using the criterion function of Equ_tlo_ 9o

Path No o 1 was approximated by using a continuous

parameter adjustment procedure based on a mimlmi_

zatlon of the time._dependentcriterion function

given in Equation 8, However the gradient of the

latter criterion function is not strictly defined

"; when the psrameters are varied and consequently

thls adjustment strategy may be considered an ap_

proxlmation to a continuous steepest descent path_

with the degree of approximation being dependent

on the rate of change of the parameterso Some of

the mathematical considerations involved in the

formulation of the adjustment strategies and their

consequent _.ffecton the convergence and st_ility

of the process are discussed in Seco 5o See aisc Refo l(,_

3.4 The Computation of the Gradient

Two different methods were used for the computation of compo_,ents

of the gradient vector. The iteratice s_rategy denote_ by Path No o 2

In Figure 4 was bsmed on computation of components of the gradient from

the relation

(19) ____L_._ )) F (_l(k), %(_) (k) o(_(k> I_%= °°°_ (_i + (_; " ° n - F

_cti _ o_i

1964017471-022
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where _he letter k represents the computation at _e kth iteration.

Clearly this computation requires the availability of two mathematical

models so that the differences in performance criterla from the use of

the two models can be computed.

_e continuous or approximate steepest descent adjustment strategy.J

was based on the computation of components of the gradient vector by

means o_ the method of influence coefficients (Reference 5)° This

method is discussed briefly in the Appendix.

1964017471-023
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It. .RESULTS

4.1 General Comments

The three techniques of parameter identification discussed above

: have been applied to the determination of four parameters in a parti-

cular model of the human pilot given by the equation

(_o) z +alz +azz=asX +a4x

or in the form of _ transfer function

K(T1 s+ 1 )
(21)

_2 s _ i_(_3 s +

where K = a4 , T1 = ?___3

N a4

and T2 _ T3 are the roots of the quadratic

(¢' )s + 0__ s+l

a 2
The results obtained in this study will be evaluated with regard to

(a) feasibility of each method

(b) consistency of parameter values ag obtained by the

the th_.eedifferent methods

(c) agreement of parameter values obtained in this study

with parameter values obtained in the literature

All three of the techniques employed can be considered successful

in the sense that all converge to steads-state values of the four para=

meters in the model. The ability of the three methods to yield to con-

vergent values of the parameters was first verified in each case by

-"If testing the method with a known transfer function, similar in form to

the human operator models later employed_ which was simulated on an

1964017471-024
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analog computer. Following the verification of feasibility the method

was then applied to actual tape recorded human pilot tracking data.

The following paragraphs present a summary of observations re-

garding the consistency of l_rameter_ obtained by the different techni_

quee and a comparison of these values with previously published data.

A discussion of convergence time, stability, implementation, advantages

and disadvantages of the methods will be presented in Section 5.

4.2 Comparison of Results Obtained by the Three Methods

All three methods were applied to identical tracking records with

the three types of controlled element dynamics mentioned above o The

values of the parameters _i' 52' _3' 54' o'Dtalnedfrom these runs are

presented in graphical form in Figures 5_ 6, and 7- Each of these fi-

gures presentsth_ results obtained for one particul&r controlled el(ment°

The following can be noted with respect to these graphs:

(i) The values of parameters obtained by the three adjustment strategies

are not equal. For pentameter_I the continuouG method yields em_J.ler

values the, the other two@ However this pattern is not consisteut

for the other parameters. Thus for parameter _ the iterativ_ melhod

yields the sea]lest value of the parametcr o Parameter 53 yields ap_

proximately equal values with all three methods. A slightly higher

value for parameter u4 is obtained with a relaxatioz method° £ossl

ble reasons for the differences are discusse_ in the followlng sec_

tion_ insofar as they c_n be shown to relate to the shape of the

criterion surface.

(2) The values of t_e parameters obtained wi+h any one adjustment

strategy vary from run to run and between operators. This variation

is of the same order of magnitude as the variation between strate-

gies.

1964017471-025
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(3) Insufficient data are available to determine the statistical signlfi_

cance of the variations.

(4) Th_ values of parameters obtained with the two second-order dynamics

are approximately equal. There is, however, an apparently significant

difference between these parameters and those Obtained with first

order dynamics, a_ indicated by the difference between Figure 7 and

Figures 5 and 6o

(5) While the gj-aphsdo not reveal this fact, a _Lriation in parameter

values obtained by the iterative method has been observed on succes-

sive trials with the same data. A similar variation can also be

expected with the other two methods. This is explained by random

signal content in the data and by corresponding variation in the

signal processing sequence on +he computer from run to run° Parameter

values for six typical runs, averaged over the three methods, have

been tabulated and are shown i_ Table 2, both as the values of the a's

and also as values of gain and time constants in the corresponding

transfer function. The following observations are made regarding these

results :

(6) The majority of t_.edata yield complex roots in the denominator of the

transfer function, However3 at least two of these exhibit very small

imaginary parts. The significance of these complex roots is iiscussed

in the following section.

(7) The results from any two runs with the same dynamics are quite coa_

sistent. @rearer consistency is found in the values of gain K ob-

tained from any two runs than in the values of the time constants.
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TJLBLE 2

AVERAGED PARAMETER VALUES OBTAINED FOR THREE
CONTROLLED ELEMENT DYNAMICS

I II II " IIIII I I III_ ]L_ III -- I .... , ,,., .....

Coefficients Elem_nts of Transfer Function

Run _I °:2 _3 _4 K T1 T2 T3
_=!cs No. , ....... /. ...............

1 6.3 19o0 3.67 5.8 °30 .63 .17+o15J .17_.i5J12.5
S-_ 5 6.8 14 4.15 3.7 .26 1.1 .24+.iI_) o2_-°llJ

K 7 8.3 23 3.4 Z.3 o10 l._8 .lS+.zJ °18:_lJ

s2 12 23 l.e ooTS o  oO3j
K 15 8 i3o2 :.73 3°4 °26 _-o21 .18 o42

S+I
17 6.6 18.2 .067 3 .25 .O23 o27+.O82J o_-7:o082J

,.. , , i H ., .

_.3 C.o_parison with Previousl_ Published Data

A comparison of the results obtained in this study with t_ose

previously published by Adams (Reference 9) is indicated in T_le .3°

It can be noted from an examination of this table that the results are

of the same order of magnitude. In the absence of statistio_lly sig_.io

flcant samples_ a closer comparison ,_not be made at this time ° The

following points should be noted in connection with the comparison of

Table 3 :

(a) .The_xcitation signal break frequenoy was ,I rad/sec

in both studies o However_ the STL study used a thir#_,_

or&er filter and the NASA study presumably used a first._

order filter.

(b) The gain term in the definition of the dynamics cannot

be compared more precisely without additional data.

l'neSTL gain is a loop gain including the oscilloscope

gain in ,_it/cm_ thus yielding units of cm°lo The

1964017471-030
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NA&% gain is based on the controlled element dynamics

-I
only, thus yielding units of volts . An exact com-

parison is possible only if it is assumed that _u

oscilloscope gain of 1.25 voits/cm was used.

_.4 Time Recordings

The actual performance of each of the three methods can be examined

more directly f_,emstrip chart recordings obtained during typical runs.

The recordings contain the time history of the four parameters as well as

inputs and outputs of model and human operator and the criterion function.

The symbols used on the figures can be identified by reference to the

following block diagram.

_
Y

X Htm_n
. | Computation Fc

Operator _ of ---.-
Error

- Criterion

Input +

signal Model
• with .

Parameters z

(Display) Ul 52'G3'(_4 Computation of J
_. Gradient or AdJuzting

Mechanism

Approximate | Equations
Model with f _- Gradient
one parameter
increased by

(_i!2

Parameters

FigUre 8
Block D_agram of Model Matching Technique
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(a) Iterative Method - Figures 9 - 13 present typical results, as follows:

Flgure No. Quantities Recorded Remarks ,

9 x,x I. Shows traces after completion of
e

y_y parameter a_Justment.
• 2. Controller motion was limited to

z,z +i, Model output was larger at

_,_ some points

• J, -,,, ,,, , , -- ,, - , , _--- - , , , L, ,,

i0 C_i I. U I and _2 show sllght overshoot.

"_ _ 2. _3 and _ show oscillatory be-
l_v.!or.

P

(,

ii _i i. Marked overshoot of U3

_F 2. Convergence to steady-state. Note

• _I behavior of error criterion F,
F

,, t J •

12 aI I. Convergence to steady-sta_e

_9 F without overshoot in any

_ _i l_remeter

F
,,i L , ii i -- "- ,

13 _i i. Note marked effect of C_3 on

_' F error c11terion,

(%1 _. Sli_;htovershoot in _l
F

,,,,,, ...... ,............ ,, , JL , J,_
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(b) Continuous Method - Figures 14 - 17 present typical results as follows:

Figure No. _uantlties Recorded ....... Remarks

1_ a i i. Coefficients of known trcr._fer

• function ("analog pilot") are

z, z matched

2. Error _ is reduced from a maximum

of .65 tO less than .I in 15 sees
...... _. , , , ,, i ,

15 x, x I. Same known transfer fundtion as
. Figure 15, after completion of

y, y parameter adjustment.

z, z -- 2. Shows excellent match of mo_el and
simulated pilot ._. "

i

16 x, x I. Human operator tracking. Traces
•- . _ shown after reaching ste:_dy'

y, y _state.,_, __-

• 2. Note the relatively large magnl-

z, z rude of the error in spite of
si_,ilarity of human and model
output.

'_ 17 _i, i. Parameters during same period
as Figure 16. Changes in para-

z meters reveal that ?per_tor was
changing his performance charac-
teristics.

--._

, L,

., .)
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.. (c) Relaxation Method - Figures 18 - Z2 shov the time traces of x, x, y, y,
o

z, z, and the error criterion F after various stakes of adjustment.

Figure No. Remsr_

18 Initial values of parameters. Since _3 =_ : 0
the model output i8 zero•

19 New run after finding optimum value for _. C_ _2'

and _S still have their initial value. Note small
model output and slower increase in F.

20 Nev run after finding optimum value for a3_ _,

: Oc2 and _ as in Fisure 19. Note iaprovenent in
z and Y. _

21 New run after finding optimum value for _2 " _1'

_3_ _ as in Figure 20. Note the very slight
effect of this parsmeter.

22 Nev run after finding optimum value for _1_

_23 53 and G_ as in Figure 21. Note marked improve-
ment in F and close resemblance of s and y.
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5 • _SSIONill

A preliminary assessment of the relative _lvanteges of the differ-

ent adjustment methods can be made in terms of computer implementation,

convergence and stability, mai_hematical consideration, and suitability

for "on-line" applications.

5.1 ComPuter Implementation

A comparison of the continuous and step-by-step adJus_aent tech-

niques indicates a substantial difference in complexity of computer

progzamning and operation. With the continuous te_mique, very little

progzeamtng of computer logic and mode switching is required, and

-repetitive operation using recorded input an4 outlmt signals is

avoided. Many analog computer facilities are equipped priaar_.ly for

continuous operation, an4 such opersttone may be preferred. On the

other hand, the continuous method requires a large number of multi-
J

plters_ vhi_ch are avoided with the it_rattve technique. The iterative

technique requires logical circuits an4 analog memory circuits for

storage of parameter values.

• The relaxation method,-as useA in this stud_, was based on manual

adjustment of parameters which had to. be resorted to for lack of suffi-

cient computer capacity. Onnseque_ ;ly n it is difficult to compare the

implementation _tfftculttes of this metho_ with other methods. How-

ever, the relaxation metro4 is basically a form of tteratlon, and thus

requires ttem4_tve an_ storage circuits. _ :.

'_- The/results show that all three methods conlidmred ytel4 parameter

values vb£eh are approximatel_ equo£., ffo_ever, the fiaal values of th?

_ per£ormmce criterion t_metion _in _he iterative and relaxs_ion methods)

/
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are seldom amAler than 30 percent of the values obtained vith initta4

arbitrary parameter values. _urthermore, while the model output_ after

paraueter adjustment, does resemble the hu_n pilot's output t this

resemblance is not sufficiently close to _ke the criterion function

approach zero. The differences could be due to:

(a) Cttssion of the time_lelay (reaction-time) term

known to exist in the human

(b) Inadequate c=_extty of the m_lel
i

(c) Inadequate training and, hence, lack of consistency

on the part ot' the oper_tom.

Not enough data are available to .tistin&_iS_ among these possible
_j

causes at the present tile o -.
L,

5.3 C0nver_ence on_ Stability " _.
=

_is is one of the most seriOim probleRs in the s_lel-matching v

tecbnt%ue s especie_!_ since converaence l_ _li_icult to Aeftne for

the type of problem being studied. _he h_mn pilot n_lels are base4

on an ass_ptton and, conse%u_ntl_ s the "true" or "correct"- values of

the parameters are not known. 'D_erefore, one cannot de_ine converKenee

- with reference to correct v_ues of 'the l_a_meters, As an e_ternative

to a guantttattve definition of conwsrpnce_ it is possible to exa_ne

the parameter values to _eteraine vhether _ey: (a) _eh a s tea_-

sta_e w_ue_" (b) do not approach a stead-state value_r (c) OSCilAate

about_s_e value. ALt thr_e aetho_ _elaed parsueter ve3.ues -,_._ .:-'_

either approached_or osc£1_a_ed about & stea_r'-state ve_ue.

J
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(a) Continuous Method.

Oscillations in the parzmeter values tend to occur when

the gain K in the adjusting loop is chosen too large. To avoid such

oscillations, the gain was kept sufficiently low. The continuous

adjustment method exhibits thiB tendency to oscillation because of

the feedback path present in the adjusting mechanism. Analytical

stability criteria are lacking at the present time. The continuous

method may require the design of complex phase compensation networks

to insure stability during parameter adjustment.

(b) Iterative Method.,L

The approach to the steady-state with the iterative

method may exhibit overshoot phenomena and oscillations, as seen in

several records of solutions obtained by _e step-by-step adjustment

(Figures 9 and 10). The oscil!ation is probably due to one or both

of the following causes: (1) excessive step size in the vicinity of

the minimum of the criterion function and (2) the method used to

define the sensitivity functions _Y/3 _J. It is clear that an exces-

sively large step can result in oscillation. The second item, how-

ever, is not quite as obvious. The sensitivity function was computed

from the relationship

J=i_8,...n

The validity of this approximation to the-slope of the

profile of the criterion function wltb respect to Gj improves as

_ ....->O. Nowever, the analog computer implementation becomes worse

_ as._a_ approaches zero due to computer noise. It is also possible to

1964017471-052
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make use of the influence coefficient technique for c_putin8 the

sensitivity functions exactly_ but that was not done for the iterative

method.

The choice of step size is in direct analogy to the choice

of the ._ontinuous adjustment gain factor K in equations (11) and (1_).

Care must be taken in either case to limit the adjustment gain to

values permitting rapid convergence _hile avoiding excessive hunting

near the steads-state values.

(c) Relaxation Method,,,

The relaxation method was baee_l on finding the minimum

of the criterion function (on a digital voltmeter) and manu_ adjust-

ment of the parameters. No attempt was made to improve the resolution

of the voltmeter near the mini_m_ thus resulting in _ewhat uncertain

convergence to the final l_rameter values.

5.4 Dependence of Parameter values on the Shape of the Criterion
Surface

The ability of the automatic model-matching techniques (both

continuous and iterative) to produce a well-defined stead_-_tate value

fo_ the parameters depends to some extent on the shape of the criterion

surface in the pe_eter space.

An inspection of the characteristics of the criterion function in

the neighborhood of its minimum helps to explain the behavior of the

a_ustment process at the approach to stead_ state. Yigures 23 to 26

mmhovprofiles of F(0__.I_2,_3_)____ pl0t_ed versus one _ra_eter at a

time exhibiting the mint:_ vi_Gh the other p_ra_eters heX_ _ixe_ a_

the respective minimising values. _he curves per_tn to the _e of

an anaAo_ ao&eX of known pareaetere_ rather than _o a h_un opera, or

7 7-088
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_re _o. 23 - Profile of the Criterion Function

F
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F

Figure No. 25 - I_ofile of the Criterion _nction

F(_,(_2'(_3'(_)

F

Figure No. 26 - Prof,_le of the" Criter_on Function

1,(%,_z, %' %)
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and hence have a deterministic character. One observes that the

minimum with respect to parameters 52 and 54 is quite flat, whereas

the minimum is sharper in the case of parameters _I and 53. This

explains why the minimum-seeking process yields well-defined para-

meters _I and 53 and poorly defined values 52 and G4' and hence

explains the difference in the statistical variation of solutions

exhibited in the scatter plots of experimental data (Figures 5 to 7).

The continuous and _tep-by-step adjustment processes are affected by

the nature of the minimum in an analogous manner, although the step-

by-step adjustment is more sensitive to the shape of the minimum.

It should be noted that the profiles of Figures 23 to 26 are

b_sed on a known transfer function and not on actual human ope:_tors.

Similar contours can be obtained for human tracking data and the al )re

observations can be further verified.

5._ Occurrence of ComPlex Roots

The results have shown (Table I) the presence of complex values

for the parameters T1 and T_ occurring in the transfer ibinction of

equation (21). These complex roots did not occur in the work of

Adams (Reference 4) since his model included a denominator term of

the form (1+_8) 2 rather than a quadratic term. The occurrence of these

complex roots is probably due to a lack of precision of the _nalog

c_putatton process in the vicinity of these roots. This low preci-

sion can be explained in two ways:

(1) Note that the complex roots T1 and T2 are obtained fro_

factoring the quadratic

i

1964017471-056



Psse 51

and the profile of the criterion function F a_ a function of _2

exhibits the flat minimum which makes hi_ precision difficult to

obtaln.

(2) If one plotted F as _ function of th_ parsmeter • in

Adams model, it would be seen that 2 at a double root the c_Iterion

function is flat to _ higher order than at a single root. Hence the

descent along the gradient will usually end at some threshold val_e

of low slope which is located within an uncertainty r_glon surrounding

the exact root location. This property is familiar from numerical

solutions of polynomials by gradieSt techni%ues (such as the Newton-

Raphson Method) and from analog solution of polynomials as reported

in the computer literature. The Imaginar_ parts of the time constants

T2 and T3 shown in Table 2 are small enough to be negligible for two

of the three vehicle dynamics examined.

5.6 Mathematical _unsiderations.

MAthematical considerations favor the ite_tive and relaxation

methods, since the _djustment process e/anbe rigorously defined mathe-

matically and convergence can be provee_-_lytically. Specifically,

the components of the gradient vector _--_ can be computed exactly

and requirements on step,_slzefor obtaining a convergent se%uence of

values of the criterion function can be state_.

The continuous adjustment _"_hni%ue. on _he other hand_ suffers

from a lack of mathematic_l rigor at the present time. The components

of the gradient are not mathematically defined when the pe,rameters are

varying and the degree nf approximation involv_ in the computation is

unknow.n. Furthermore, the stability of the continuous adjustment
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process has not been proved i_ i_eneral, but O_l.v in certain specific

cases. From this point of vi,.,w,, the step-by-step and iterative pro-

ce,l_es can be c¢_sidered mor_: _nera_y appJte_ble since they require

no a priori knowledge of system behavior, wb_.le the stability of the

eontinuol_ metho_l _.'_st be ascerl_Ltned in eac_ specific case by means

of the a_alog computer.

As _e steak--state is approached, the _t¢ of change of the

._A_neter_ become small _nd the _lient appr_,x_tion becomes adequate

for _11 practical purposes. _is has been demonstrated in previous

studies (A_tsms, Reference _) and by the _lose]_ r_lated work of Whit-

taker, et sl_ (Reference 6) and _rgolis (Refe_:e_ce 7) where the same

gra_ent approximation is used _._ implement rood.el-adaptive control

systems,

The stability of the co_tinuous method has been studied analytic-

ally for specific ce_es by Margolis (Reference 7) and l_nal_on (Refo.r -

ence 8).

S i billt Zor O  tion

The requirement for on-line parameter identification tends to

favor the contt_'_;ous method. If a sufficiently high rate of converg-

ence can be _,stablished in the continuous adjustment process, the

technique becomes suitable for on-line operation_ yieldin_ b___t-fit

parameter values while the human o_erator continues to perform his

tracking task.

The iter_tive method can be used for on-line operation only if

" several channels Of recordin_ and playback are available in conjunction

with high-speed computers_ capable of perfor_tng the parameter optimi-

zat_on faster thou real time. Then the pe_meters correspondtn_ to
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say s 1.%-secoud sample of (_,ta would be c_puted while the n_ct l'.;-

second sample was belL_ recorded. _he cost and comple0_'!ty of tb/s;

method may rende_- it impractical ,_,)r on-line use.

5.8 Qaestions_Re_uirt:_ Further S%ud_

A number of _uestiou8 arlsing during the pro_m were lef_ un-

answered due _ tt_e limitations o The _or problems 4_r_ the follov-

4 •_r.g.

(a) Improvement of convergence time: The efTect of

such factors as the choice of criterion function on

the speed of convergence needs further stud_. It

may _so be possible to increase the adJus_nt _atn

in the, _ontlnuo_3 methoclby use o'¥s_tblllzlng :_ll-

ters in the adJuts_ent loop.

(b) Effect of finite difference approximation in c_l-

puting the _yad_ent. This problem has been mention-

ed under Section 5.3 above. The effect of using

exact rather than approximate gradient componentn

on the stability and convergence of the iterstive

method needs further stud_.

(c) Effect of additive noise: F_ch of the three methods

was tested initially with a known transfer function.

The effect of additive noise on the parameter adjust-

ment p_eess, hovever, was not studied. This is

clearly _n Important consideration since some apl_r-

ent "uoise" or randc:ness exists in the human opera-

tor's output and the effect of this random compgnent
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on the effectiveness of the model_tching tech-

niques is not known.

(d) Improvement of ,_ontinuous m_thod: It has been

mentioned above _hat the continuous method suffers

in part from the fact that it cannot be defined

_thematically due to _e feedback problems involv-

ed. An alternate technique developed at STL is

based on o_en-loop conputation of increments to be

added to _he initial assumed parameter values. This

method promises to avoid the ma+_ematical difficul-

ties of the continuous method while preserving its

suitability to on-line operation. Furthermore_

it r_sults in a decrease in the number of multipliers

required for implementation. This method has been

studied to some extent analytically, but requires

experimental verification.

An attempt will be made to include the above problems in the re-

maining portions of the research _rogram.
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APPENDIX

COMPUTER YMPL_TATION

I - i. Continuous Technique

1_aismethod which was described in Section 3.3 is closely related to

the parameter-adaptation methods used by _rgolis (Reference 7), _Itaker

et al. (Reeerence 6) ana Adams (Reference _). it uses the parameter

influence programming technique deceloped by Meissinger (Reference 5).

The block diagram shown in Figure I-1 illustrates the computer imple-

mentation of th_- adjustment Aoop in principle. The differential equation

of the human operator is assumed on the basis of prior knowledge of the

operator's performance in the trading task. Continuous adjustment of the

parameter values, starting from arbitrarily chosen initial settings, is

effected by feedback signals generated in the parameter adjustment unit

on the basis of a programmed model matching error criterion.

Figure I.l
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The human operator is represented in this phase of the research study

by a linear time-invariant differential equation with unknown fixed para-

meters al, ... at,
e. • •

(I - I) y +a I y + a2y = a3 x + a4x

The initial values are y(O) = cI , y(O) = c2

The model equation having adjustable parameters _I' "'' _4 is defined by
,e • •

(I- 2) 'Z+_l z +(_2Z = (X3X +(Z4X

The initial values are z(O) = "/I ' z(O) = g2'

It is desired i,omatch the parameters (_i of the model tc thoBe of the

human operator equ_tion by minimizing a specified error c::iterion F, which

is a non-negative function of the model matching error,S

(I - 3) e = z - y

The criterion function is chosen to be

2
I e

The automatic process of minimizing F = F(_l, 52, 53, S_) approximates

a steepest descent_ or descent along the gladient/&F , _F , _ , _

le_l. Ds_ 653 ,_%.I.

Steepest descent requires continuous oy seep-by-step parameter adjustment

at a rate proportional to th_ local slope of the error criterion function.

(z-_) a _ = -z V--'F z > o
E

6
Gradient componenta _-_I are ex_resse_ in terms of parameter in-

fluence coefficients _._z of the model output variable z. Using equations

(T._,_,u_ (I-5_ one obtains
l
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obc_i

Hence

o(t bc_;

To determine parameter influence coefficients on a continuous basis a set of

additional differential equations must be programmed on the computer in the

following _mnner. To simplify the notation let

Equation (I-2) is formally differentiated with respect to ai whereby the order

of differentiation with respect to t and 5i can be interchanged. Thus, for

example

It is important to note that partial differentiation with respect to 5i is a

mathematically defined process only if _i is independent of time. Differentiation

of equation (I-2) term by term with respect to 5, using (I-9) results in

(Z-lO) "_l+%'t +Seu I = -_ uI (o)=o
@

uI (o1=o

The forcing term x and _ being independent of_ 1 do not appear in (I-10). This

equation, known as sensitivity equation must be solved simultaneously with

equation (I-2) to yield the parameter influence coefficient _--_Jand hence
_a,

the gradient component _L ' The other components are obtained similarly

by programming and solving s_ditional sensitivity equations with respect to

aZ,53,a4.
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The circuit diagrams (2), (3), (4), (5) in Figure 1-A show the

computer program for obtaining the par_:ialderivatives. The notation used

in this diagram has been changed as follows, to convert the eqdations into

first order form:

h e
_, _,

(! - 1.1) - A

z_
x = xI

X = X2

2he sensitivity equations can new be expressed in the form

u21 + _l U21 + 52 Ull = " z2

u22 + _l u22 + C_2U!2 = " Zl(I - 12)

u23 +_i u23 +_Z u13 = x2

6

u24 +o__u24 +a 2 Ulk" = x

Circuit (ii) in Figure 2-A is used to obtain the desired rate of change of

parameters _i according to equation (I-7). These terms are then integrated

and fed back to adjust the parameter settings in the original model equation

(I-2) and the sensitivity equations (I-12).

The disturbance signals and the human operator output signals are

obtained from previously recorded tapes and fed to the computer _ircuits

(7), (9)_ and (12). Circuit (8) is used to compute the derivative x = x_

which is required to implement the forcing functio_ in the third equation

of (I-12)
l

E_ch of the partial derivatives are found using circuits (2)_ (3),
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(4) and (5). _aese are used in equations (1-12) and circuit (ii) to obtain

the parameters. Circuit (i0) employs a signal which was taped on one channel

of the tape reccrder to control the ¢3mputer operating mode.

The mathematical problem inherent in this approach to gradient compu-

tation is that the _i terms were asstunedto be tlme-lnvar2ant in the deriva-

tion, as noted above. Actually, the continuous adjustment process violates

this condition. Thus the gradient components are determined only approximately.

The approximation error is not known, but depends strongly on the rate of ad-

justment.

It is also interesting to note that llnearity and time-invariance of

the _cdel dlffer_ntia! equation is not a prerequisite for implementation of

the (approximate) gradient computation. In the case of time--rariantor non-

linear differential equations the structure of the sensltivlt5 equations no

longer resembles that of the original differential equation and the computer

programming becomes somewhat more complex.

I - 2. Iterative Technique

_he iterative model matching tecanique was concerned with the

objective of circumventing the mathematical difficulty mqsociateO with

gradlen_ compu':_tionin the continuous adjustment tec"._.ique.A.!ip:.._-

meters are held constsut ,2u:_,. _he time interval of gradient computation.

This eliminates the (unknown) approximation error of the gradient due to

a mat'hematlcally inexact process of determining sensitivity functions.

A further departure in computer programming from the pre-,dous

technique is the use of finite difference approximation for finding the

desired partial derivatives r-_. The block diagram (Figure I-2) shows
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two models operating at slightly differ°..`+.settings of the parameter (xi .

The first model yields the output si6nal '-. The perturbed model solving

equation (1-2) for the parameter value _i + _G_ yields an output signal

"_ . The partial derivative is thus approximated by

Figure I-Z
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It is se_n that one perturbed model is necessary for each parameter being <

adjusted, each perturbed model having a different _i increased by Zk _i" Con-

siderable savings in computer equipment can be achieved by employing only one

perturbed model for all A _i plus _wltching circuit_:which apply /_i to each

parameter of interest in turnj one at a time.

EQUATIONS FOR COMPUTER SOL_IOi_

The following equations are those implemented on the computer. The differ-

ential equation of the model is given by

(I-l_) z + ;-+ c2 z --_3 -i + _ x

where the superscript (K) refers to the valu_ of a paramt_,rafter the Kth iter-

ation. The perturbed model equatio_ is

The symbol

is the Kronecker delta which is employed here as notation to indicate which

parameter is being selected for perturbation at any given time.

The computer circuit diagrams are numbered for reference. Circuits (i) and (_)

are the input quantities from the tape recorder, the disturbance function and

the human operator output, and their derivatives respectively. Circuits (3)

and (4_ are the model and the perturbed model respectively (see Figure l-B)

.J

1964017471-070



8l_2_-6002-RU-(X,.'0

Page 6_

I
I

I: . _.\. _, "__ /..', _ _ _,_

, ' _"," _I z_ _" J J, I '_I..,L _ ., I,

,_I..,A_, I _- k, '_ " _ ' _ '--"

'_4_ ,,:',,_XI ":_,._\ LIG-C:!::b "_It',-_l_-it

ii .---,..;,,,;.....,

1964017471-072



_ll_Z6-6Oo_-RU-ooo
Page 66

"I

1964017471-073



84_6-6002-_U-000

'i

<, ,': h _k

I o! I_l t
|_' - '!

i_\ /_ t

1964017471-074



8426-6002-RU-000

Page 68

The error criterion selected is given by

The error criterion involving the human operator output versus model output

may be expressed by

T

(I - 17) F(_i) = J _ (z - y)_ + (_ - y)_] dt

on the other hand, the error criterion involving operator output versus

perturbed model output is

Thus the finite difference quotient approximating _F is

(I - 19) Q_)(t) --

'Fnisquantity is computed by circuit (5). (See Figure 2-B).

Circuit (_) is a memory circuit which stores the values of the (_'s and, after

any new _i has been calculated, stores this new _i" _ae equation describing

this process is

(K+l) (K) (K)

where

1964017471-075



8426.6002-RU-O00

Ps_e 69

Circuit (7) generates the Kro_ecker delta employed in eojaations (2) and (91.

The four outputs of the circuit energize cyclically as the parameters are

adjusted. Circ,:_t (8) controls the computer mode as prescribed by a pre-

viously recorded _ignal (see Figure 3-B).

I - 3. Relaxation chDi__

The relaxation technique employed was _implified gre:_tlyby eliminating

the automatic parameter adjustment loop. It requires only the formulation

of a model and su_error critcrio_ function which is ninimized by manually

adjusting potentiometers. The met_d employed is that described in

Section 3.3

The computer diagram has been numbex_d for reference. Circuits (2),

(3), (5) and (6) are input gain circuits _ud derivatives, respectively.

Circult (7) controls the modes of the computer. (See Figure l-C).
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